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Abstract

In this paper, we propose a structured dictionary learn-

ing framework for video-based face recognition. We dis-

cover the invariant structural information from different

videos of each subject. Specifically, we employ dictionary

learning and low-rank approximation to preserve the in-

variant structure of face images in videos. The learned

dictionary is both discriminative and reconstructive. Thus,

we not only minimize the reconstruction error of all the

face images but also encourage a sub-dictionary to repre-

sent the corresponding subject from different videos. More-

over, by introducing the low-rank approximation, the pro-

posed method is able to discover invariant structured infor-

mation from different videos of the same subject. To this

end, an efficient alternating algorithm is employed to learn

our structured dictionary. Extensive experiments on three

video-based face recognition databases show that our ap-

proach outperforms several state-of-the-art methods.

1. Introduction

Video-based face recognition has become a very popu-

lar topic of research in recent years [8, 9, 34, 15, 17, 19,

30, 31, 39]. Given a video sequence, the objective is to

recognize the person in the video. It is often interchanged

with image-set based face recognition [4, 20, 16, 10, 32,

33, 25, 26, 38, 7], when the image sets are sampled from

videos. Compared with single image-based face recogni-

tion, a video provides more samples from frames containing

the person of interest. However, it brings more challenges

as videos are often acquired in unconstrained environments,

under significant variations in poses, expressions, lighting

conditions and backgrounds. These variations result in large

intra-personal variations within a video sequence. There-

fore, it is important to represent and model the same subject

against these variations in videos.

Numerous methods have been proposed to exploit use-

ful information contained in videos. Early approaches [2,

28, 20, 19, 22] addressed this problem through learning

probabilistic models. This was then followed by comput-

ing the similarity between two videos to perform recogni-

tion. Later, more sophisticated statistical model-based ap-

proaches [4, 17, 16, 26, 32, 30, 31, 33] were proposed to

learn discriminative and compact representations for each

subject.

Recent works have shown that dictionary-based meth-

ods achieve impressive performance in various tasks, such

as image-based face recognition, object and action recog-

nition [1, 13, 11, 21, 27, 37, 40, 41, 42, 18, 35]. This

is due to the fact that images could be well represented

by an approximately learned dictionary and related sparse

codes. However, there are only a few reported efforts on

video-based face recognition [8, 39, 24]. Recently, [8] pro-

posed to partition videos into several clusters and learned a

separate sub-dictionary for each cluster. One limitation of

this method is that the number of clusters needs to be pre-

defined. [24] jointly learned a global projection matrix and

a set of sub-dictionaries to encode the new features with

discriminative sparse coefficients. However, this method

suffers from high computational complexity. In addition,

information useful for dictionary learning may be lost af-

ter projecting all the samples onto the same subspace. [39]

learned a sub-dictionary along with a low-rank representa-

tion for each subject. However, the sub-dictionaries were

independently learned and are not discriminative enough for

classification.

To overcome the challenges discussed above, we propose

a structured dictionary learning framework for video-based

face recognition. The learned dictionary has the follow-

ing three properties. First, it is reconstructive. We mini-

mize the errors of all the face images when reconstructed

from the dictionary, which encourages the learned dictio-

nary to be reconstructive. Second, it is discriminative. For

face images from each subject, we not only enforce the cor-

responding sub-dictionary to well represent them, but also

enforce other sub-dictionaries not to be used for reconstruc-

tion. This will encourage different sub-dictionaries to en-
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Figure 1. Overview of the proposed approach

code features from different subjects. Third, it is capable of

discovering invariant structured information from different

videos of the same subject. This is achieved by minimizing

the rank of the representation matrix of face images from

each subject. It is known that face images from one sub-

ject in different videos share some similar characteristics

(i.e. consecutive pose change or similar facial appearance),

which could be exploited to derive a low-dimensional sub-

space representation. Motivated by this underlying feature,

we regularize the representation matrix of face images from

the same subject in videos to produce a matrix of lower rank

compared to the original data matrix. Figure 1 shows the

overview of our approach.

To summarize, we make the following contributions:

• We present a dictionary learning approach with both

discriminative and reconstructive properties. The

learned dictionary reveals that the structural informa-

tion from video face images could be used for recog-

nition directly.

• Our method learns a low-rank representation for video

face images of the same subject, using an efficient al-

ternating optimization algorithm.

• We demonstrate that the proposed algorithm outper-

forms the state-of-the-art methods on three benchmark

databases for video-based face recognition.

Organization of the Paper: The rest of the paper is

organized as follows: In Section 2, we review several

video-based face recognition methods and related dictio-

nary learning methods. In Section 3, we present our struc-

tured dictionary learning approach followed by an effi-

cient optimization algorithm. We evaluate the proposed

method for video-based face recognition on three bench-

mark databases in Section 4. Section 5 concludes the paper

with a brief summary.

2. Related Work

Video-based Face Recognition: Existing video-based

face recognition approaches [20, 19, 22, 4, 17, 16, 6, 26, 32,

30, 31, 33] can be categorized into two classes: parametric

and non-parametric. Early approaches [20, 19, 22] com-

puted the similarity between the query video and training

videos based on probabilistic models. Such methods were

based on the assumption that a strong statistical correlation

existed between the training and testing videos. To over-

come the drawback of the probabilistic approaches, non-

parametric approaches [4, 17, 16, 26, 32, 30, 31, 33] repre-

sented the face images from videos as subspaces or mani-

folds. Linear/affine subspace-based methods [4, 20, 16, 36,

5, 7] modeled the video face images as a linear or affine

subspace. Among them, [4, 36, 7, 16] used convex ge-

ometry to represent videos from one subject, yielding im-

proved performance over the parametric approaches. How-

ever, to address the limitation of linear subspace models,

more sophisticated nonlinear models have been extensively

studied [14, 17, 30, 32, 6, 33]. To preserve the nonlinear

structure, [14, 17, 32, 30] employed the concept of Grass-

mann manifolds, which is a special type of Riemannian

manifold. [33] proposed more general discriminative anal-

ysis on Riemannian Manifold, which achieved encouraging

results. A multi-kernel method combined with order statis-

tics to perform classification was presented in [26]. Finally,

deep learning approaches [15, 25] have achieved state-of-

the-art performance.

Dictionary Learning: Dictionary learning [1, 13, 11,

21, 27, 37, 40, 41, 42, 18] has attracted great interest in

subspace modeling for classification purpose. It overcomes

the limitation of PCA subspaces by using non-orthogonal

atoms (columns) in the dictionary to provide more flexibil-

ity to model the data. K-SVD [1] is one of the most com-

mon techniques to learn a dictionary. Several algorithms

have been developed to make the dictionary more discrim-

inative [40, 37, 27, 18, 41]. [18] proposed a Label Consis-

tent K-SVD to learn a compact dictionary by incorporating

the training labels. [41] presented a structured low-rank rep-

resentation based on a dictionary to boost the classification

performance. [37] integrated Fisher discrimination criterion

with dictionary learning, which resulted in a more discrim-

inative dictionary and sparse codes.

3. Proposed Approach

In this section, we detail the proposed structured dictio-

nary learning framework. The dictionary learned by our

method is both discriminative and reconstructive for video-



based face recognition.

3.1. Problem Formulation

Assume that we have videos from P different subjects,

and each video contains a sequence of face images. Let

the data matrix X = [X1, ..., XP ] ∈ R
d×N denote face

images from P different subjects from the given videos,

where N is the total number of images. Each Xi =
[xi1, xi2, ..., xiNi

] ∈ R
d×Ni , 1 ≤ i ≤ P be the features

of face images from i-th subject identity, and each column

is the feature vector extracted from one frame.

We aim to learn a dictionary D ∈ R
d×n with both

discriminative and reconstructive powers. The dictionary

can be further decomposed into a set of sub-dictionaries

as D = [D1, ..., DP ], where n is the number of atoms

(columns) in the dictionary; and Di ∈ R
d×ni is the i-th sub-

dictionary corresponding to the i-th subject. We reconstruct

the features of face images from each subject Xi using the

dictionary D, and obtain the corresponding encoding coef-

ficients Zi ∈ R
n×Ni . We can write the coefficient matrix

Zi over the dictionary D as Zi = [Z1

i , Z
2

i , ..., Z
P
i ]T , where

Z
j
i denotes the coefficients of Xi over the sub-dictionary

Dj .

We propose to learn a structured dictionary with the fol-

lowing attributes: First, D should have small reconstruc-

tion errors for the training samples from all subjects. Sec-

ond, each sub-dictionary Di should represent face images

only from the i-th subject, while different sub-dictionaries

should be exclusive to each other. In order to achieve the

above goal, the objective function for learning the dictio-

nary D and representation coefficients Z is formulated as:

min
D,Z,E1,E2

P∑

i=1

(‖Zi‖∗ + λ1‖E
1

i ‖1 + λ2‖E
2

i ‖1)

s.t. Xi = DZi + E1

i ,

Xi = DiZ
i
i + E2

i , ∀ i, 1 ≤ i ≤ P

(1)

where E1

i ∈ R
d×Ni and E2

i ∈ R
d×Ni are the reconstruction

errors of Xi using the dictionary D and sub-dictionary Di

respectively. The parameters λ1 and λ2 balance two types

of reconstruction error terms. The objective function in (1)

leads to a dictionary D with both discriminative and recon-

structive powers at the same time, and has three terms:

1. The first term denotes the nuclear norm of Zi, which is

the low-rank approximation of representation Zi. Min-

imization of this term enforces the representation Zi of

samples from the i-th subject to lie on the same low-

dimensional subspace.

2. The second term E1

i is the l1 norm of the reconstruc-

tion error of Xi with respect to dictionary D. We en-

courage D to be reconstructive, by minimizing the re-

construction errors for samples from all different sub-

jects.

3. The third term is the l1 norm of the reconstruction er-

ror of Xi with respect to the i-th sub-dictionary Di. By

minimizing this reconstruction error term, we encour-

age the i-th sub-dictionary Di to represent the sam-

ples from its own class, while discouraging the usage

of sub-dictionaries Dj(j 6= i) from other classes for

reconstruction. This regularization will make the dic-

tionary to be discriminative.

3.2. Optimization

In this section, we present an efficient algorithm to solve

the optimization problem in (1). Our proposed algorithm

uses the inexact ALM method to take advantage of its ef-

ficient convergence speed, for solving the low-rank related

problems [3, 23].

In order to make the objective function separable, we

first introduce auxiliary variables Wi to replace Zi (1 ≤
i ≤ P ). Denote W = {W1, ...,WP }, then the function

in (1) could be rewritten as:

min
D,Z,E1,E2,W

P∑

i=1

(‖Wi‖∗ + λ1‖E
1

i ‖1 + λ2‖E
2

i ‖1)

s.t. Xi = DZi + E1

i ,

Xi = DiZ
i
i + E2

i

Zi = Wi, ∀ i, 1 ≤ i ≤ P

(2)

The augmented Lagrangian function L of (2) is:

L(D,Z,E
1
, E

2
,W, Y

1
, Y

2
, Y

3
, µ)

=

P
∑

i=1

(‖Wi‖∗ + λ1‖E
1

i ‖1 + λ2‖E
2

i ‖1)

+

P
∑

i=1

(〈Y 1

i , Xi −DZi − E
1

i 〉+ 〈Y 2

i , Xi −DiZ
i
i − E

2

i 〉

+ 〈Y 3

i , Zi −Wi〉) +
µ

2

P
∑

i=1

(‖Xi −DZi − E
1

i ‖
2

F

+ ‖Xi −DiZ
i
i − E

2

i ‖
2

F + ‖Zi −Wi‖
2

F )

(3)

where Y 1 = {Y 1

1
, ..., Y 1

P }, Y 2 = {Y 2

1
, ..., Y 2

P }, Y 3 =
{Y 3

1
, ..., Y 3

P } are all the multipliers, 〈A,B〉 = trace(ATB)
and µ is a positive scalar.

The optimization problem in (3) can be decomposed into

two sub-problems and solved using the alternating method

as in [41]. In the first sub-problem, the dictionary D is fixed

and the optimal Zi, E
1

i and E2

i (1 ≤ i ≤ P ) are computed.

In the second sub-problem, the Zi, E
1

i and E2

i (1 ≤ i ≤ P )

are fixed, and the dictionary D is updated. We alternate the

steps of solving the two sub-problems until convergence.



Algorithm 1 First Sub-problem Optimization via Inexact

ALM
1: Input: Training data X = [X1, ..., XP ], Dictionary D, pa-

rameter λ1, λ2

2: Output: Zi, E
1

i , E2

i , Y 1

i , Y 2

i , Y 3

i (1 ≤ i ≤ P )

3: Initialize: ∀i = 1, ..., P , Zi = Wi = Y 3

i = 0, E1

i = E2

i =
Y 1

i = Y 2

i = 0, µ = 10−6, µmax = 107, ρ = 1.25
4: for class i = 1, ..., P do

5: Update Zi,Wi,E
1

i and E2

i

6: while not converged do

7: Fix the others and update Wi according to (6)

8: Fix the others and update E1

i according to (4)

9: Fix the others and update E2

i according to (5)

10: Fix the others and update Zi by

Zi =
[

DTD + (DMi)
T (DMi) + I

]

−1

[DT (Xi −

E1

i ) + (DMi)
T (Xi − E2

i ) + Wi + 1

µ
(DTY 1

i +

(DMi)
TY 2

i − Y 3

i )]
11: Update Multipliers

Y 1

i = Y 1

i + µ(Xi −DZi − E1

i )
Y 2

i = Y 2

i + µ(Xi −DiZ
i
i − E2

i )
Y 3

i = Y 3

i + µ(Zi −Wi)
12: Update µ by

µ = min(ρµ, µmax).
13: Check the convergence condition:

Xi −DZi − E1

i → 0
Xi −DiZ

i
i − E2

i → 0
Zi −Wi → 0

14: end while

15: end for

3.3. Computing Representation Z

Given the dictionary D, the augmented Lagrangian func-

tion of (3) could be decomposed as the summation of P dif-

ferent sub-functions, where each sub-function is only asso-

ciated with one class label i (1 ≤ i ≤ P ). Therefore, all the

variables Zi, E
1

i , E2

i and Wi (1 ≤ i ≤ P ) in sub-functions

could be updated in a class by class fashion. When updating

class i, variables Zi, E
1

i , E2

i and Wi could be obtained as

follows:

E
1

i = argmin
E1

i

λ1‖E
1

i ‖1 + 〈Y 1

i , Xi −DZi − E
1

i 〉

+
µ

2
‖Xi −DZi − E

1

i ‖
2

F

= argmin
E1

i

‖E1

i ‖1 +
µ

2λ1

‖(Xi −DZi +
Y 1

i

µ
)− E

1

i ‖
2

F

(4)

Similar to E1

i , E2

i is updated as:

E
2

i = argmin
E2

i

‖E2

i ‖1 +
µ

2λ2

‖(Xi −DiZ
i
i +

Y 2

i

µ
)−E

2

i ‖
2

F (5)

Algorithm 2 Overall Learning Framework

Input: Training data X = [X1, ..., XP ] ∈ R
d×N , dictionary

size n0, parameter λ1, λ2

Initialize: Sub-dictionary Di (1 ≤ i ≤ P ) by using k-SVD [1]

algorithm, fix ǫd = 10−4

while not converged do

Update Zi,Wi,E
1

i E2

i (1 ≤ i ≤ P ) class by class using

Algorithm 1.

Update Dictionary D according to (9)

Check the convergence conditions:

‖Dnew −Dold‖2F < ǫd
end while

Output: Structured dictionary D and representation Z

Wi is updated as:

Wi = argmin
Wi

‖Wi‖∗ + 〈Y 3

i , Zi −Wi〉+
µ

2
‖Zi −Wi‖

2

F

= argmin
Wi

‖Wi‖∗ +
µ

2
‖(Zi +

Y 3

i

µ
)−Wi‖

2

F

(6)

Specifically, (4), (5) and (6) can be solved by singular value

thresholding operation as in [23].

Note that when updating Zi with other variables fixed,

Zi
i is also the corresponding component in Zi with re-

spect to the i-th sub-dictionary Di. Here, we con-

struct a matrix M such that DiZ
i
i = DMiZi, Mi =

diag(0, ..., 0, In0
, 0, ..., 0) ∈ R

n×n; where In0
∈ R

n0×n0

located between index n0(i − 1) + 1 and n0i. Then we

could rewrite (3) as:

Zi = argmin
Zi

〈Y 1

i , Xi −DZi − E
1

i 〉+ 〈Y 2

i , Xi −DMiZi − E
2

i 〉

+ 〈Y 3

i , Zi −Wi〉+
µ

2
(‖Xi −DZi − E

1

i ‖
2

F

+ ‖Xi −DMiZi − E
2

i ‖
2

F + ‖Zi −Wi‖
2

F )

(7)

The optimization problem in (7) is a quadratic form in the

variable Zi. Consequently we can derive the optimal Zi

by setting the first-order derivative with respect to Zi to be

zero.

The optimization procedure of the first sub-problem is

illustrated in Algorithm 1.

3.4. Updating Dictionary D

With a fixed Zi, E
1

i and E2

i (1 ≤ i ≤ P ), D is the only

variable in (3). Denote Ai = MiZi, then we could rewrite

DiZ
i
i = DAi, for Ai = [A1

i , A
2

i , ..., A
P
i ]

T ∈ R
n×Ni ;

where its component Ai
i corresponding to Di is equal to

Zi
i , and other components A

j
i (j 6= i) are all zeros. Then the



optimization function of D is

min
D

P
∑

i=1

(〈Y 1

i , Xi −DZi − E
1

i 〉+ 〈Y 2

i , Xi −DAi − E
2

i 〉)

+
µ

2

P
∑

i=1

(‖Xi −DZi − E
1

i ‖
2

F + ‖Xi −DAi − E
2

i ‖
2

F )

(8)

The function in (8) is a quadratic form in variable D and the

optimal solution is obtained as

D =

[

1

µ
(Y 1

i Z
T
i + Y

2

i A
T
i ) + (Xi − E

1

i )Z
T
i + (Xi − E

2

i )A
T
i

]

×

[

P
∑

i=1

(ZiZ
T
i +AiA

T
i )

]−1

(9)

The overall framework is summarized in Algorithm 2.

3.5. Video­based Recognition

Once the discriminative and reconstructive dictionary D

is learned, we predict the label of a given query video Y by

computing the following terms:

Z = argmin
Z

‖Z‖∗ + λ1‖E‖1 s.t. Y = DZ + E (10)

where Y = [y1, ..., yNy
] ∈ R

d×Ny , Ny is the total number

of face images. Note that during the training stage, D is

learned such that each sub-dictionary Di represents the i-th

class, while different sub-dictionaries are exclusive to each

other. Therefore, we assign the label p∗ with the smallest

reconstruction error as:

p∗ = arg min
p∈1,...,P

Ny∑

k=1

‖yk −Dpz
p
k‖2 (11)

where yk is the k-th face image vector in the query video

and z
p
k is the sparse coefficient of yk corresponding to the

p-th sub-dictionary Dp.

4. Experiments

In this section, we present experimental results for

video-based face recognition on three benchmark database,

Honda/UCSD [22], CMU Mobo [12] and YouTube Celebri-

ties [19] databases. We will first introduce three databases

and their experimental settings. This is then followed by

discussion of the proposed approach.

4.1. Database and Settings

Honda/UCSD [22]: There are in total 59 video se-

quences of 20 different subjects, where each subject has 2 or

3 video sequences. The video is acquired under large varia-

tions in expressions and head poses. Following the protocol

Figure 2. Examples of YouTube Celebrities (YTC) database [19]

in [22, 25, 24, 31], we select one sequence from each sub-

ject for training and test on the remaining sequences. We

also evaluate our method with different lengths of training

frames as in [16, 38, 8] by selecting 50 and 100 frames from

each training video. The face detector presented in [29] was

used to detect the faces. Faces were resized to 20 × 20 af-

ter histogram equalization to remove moderate illumination

effect.

CMU Mobo [12]: It contains 96 video sequences of 24
subjects. Each subject has 4 video sequences captured in

different walking situations. Face images were encoded us-

ing Local Binary Pattern (LBP) feature as in [16]. Follow-

ing the standard protocol as in [4, 20], we randomly selected

one video from each subject to train while testing on the rest

of all video sequences. This was repeated ten times.

Youtube Celebrities [19]: Youtube Celebrities Video is

a widely used challenging database, which contains 1910
video clips of 47 subjects collected from YouTube. Some

exemplar video frames are given in Figure 2. Each face is

resized to 20 × 20 after using the face detector in [29] and

pre-processed by histogram equalization as in [30, 31, 24,

26]. Intensity features are extracted for each face image.

We conduct 10-fold cross validation experiments. For each

subject, we randomly select 3 video clips for training and 6
for testing in each of the 10 folds. This setting ensures that

both training and test data covered the whole video clips of

each subject, which is the same with the protocol in [10, 30,

31, 33, 17] and similar to [26, 25].

We set all the sub-dictionaries to have the same num-

ber of atoms (columns), i.e. ni = n0. For Honda/UCSD

and CMU Mobo databases, we run ten different trails under

the standard settings and report the average recognition rate.

The parameters λ1,λ2 have been empirically set to be 0.1
and 1 respectively. For a fair comparison with other dictio-

nary learning approaches, the dictionary size n0 is set at 10
for the Honda/UCSD database and at 20 for the CMU Mobo

database. For the YTC databese, we employ 10-fold cross

validation and report the average recognition rate. Our rates

are reported by settings n0 = 40, λ1 = 0.02 and λ2 = 0.1.



Methods DCC [20] MMD [32] MDA [30] AHISD [4] CHISD [4] SANP [16] DFRV [8] CDL [31] JDSSL [39] JRNP [36] Ours

50 Frames 76.9 69.3 74.4 87.2 82.1 84.6 89.7 87.2 87.2 92.3 93.6

100 Frames 84.6 87.2 94.8 84.6 84.6 92.3 97.4 94.3 97.4 100.0 100.0

Full Length 94.9 97.1 97.4 89.7 92.3 94.8 97.4 100.0 100.0 100.0 100.0

Year 2006 2008 2009 2010 2010 2011 2012 2012 2014 2015

Table 1. Video-based face recognition results for the Honda/UCSD database [22] using different number of frames in each image set for

training. Rank-1 recognition accuracy results are presented.

Methods DCC [20] MMD [32] MDA [30] AHISD [4] CHISD [4] SANP [16] DFRV [8] CDL [31] JDSSL [39] Ours

Accuracy 88.9 92.5 94.4 92.9 96.5 96.1 95.2 94.1 96.3 98.2

Table 2. Video-based face recognition results for the CMU Mobo database [12]. Rank-1 recognition accuracy results are presented.

Methods DCC [20] MMD [32] MDA [30] AHISD [4] CHISD [4] SANP [16] CDL [31] JDSSL [39] PML [17] DARG [33] Ours

Accuracy 66.8 65.3 67.0 63.7 66.5 65.0 70.1 70.1 70.4 72.5 72.8

Table 3. Video-based face recognition results for the YTC database [19]. Rank-1 recognition accuracy results are presented.

4.2. Results and Analysis

Comparison with State-of-the-art Methods: In this

section, we compare our results with several state-of-the-

art listed next: Discriminant Canonical Correlation analysis

(DCC) [20], Manifold-to-Manifold Distance (MMD) [32],

Manifold Discriminative Analysis (MDA) [30], Covariance

Discriminative Learning (CDL) [31], the linear version of

Affine Hull-based Image Set Distance (AHISD) [4], Con-

vex Hull-based Image Set Distance (CHISD) [4] and Sparse

Approximated Nearest Points (SANP) [16], Joint Regular-

ized Nearest Points (JRNP) [36], Dictionary-based Face

Recognition from Video (DFRV) [8], Joint Dictionary and

Subspace Learning (JDSSL) [39]. All the competing meth-

ods were implemented using the code provided by the au-

thors except for JDSSL and JRNP. The parameters were

tuned based on the settings reported in their papers. We

implement the JDSSL following the algorithm in [39] and

cite the results directly reported in JRNP [36] as a fair com-

parison for the Honda/UCSD database1.

Honda/UCSD: The average recognition rates using 50,

100 and full length of training frames on Honda/UCSD are

reported in Table 1. It is seen that most state-of-the-art

methods achieve 100% rank-1 accuracy using full length of

frames for training. When the number of training frames is

reduced to 50 and 100, the performance of other comparing

methods degrades. However, when the frame length is 100,

our method could still achieve 100% accuracy as reported

in [36], which demonstrates that our dictionary is able to

preserve the subspace structure even with a small number of

training samples. In particular, our method consistently out-

performs all other dictionary-based approaches [8, 39]. This

is because the learned dictionary by the proposed method is

not only reconstructive and discriminative, but also can en-

courage the discriminative coefficients to be of low rank.

1Results of JRNP [36] on CMU Mobo [12] and YTC [19] databases

have not been reported because the experimental settings we used are dif-

ferent from the ones in [36].

Overall, our method achieves the best performance under

all three settings.

CMU Mobo: We repeated 10 trials by different ran-

domly selected training and testing image sets. The average

recognition rates of the proposed method along with other

methods are reported in Table 2. As shown in Table 2, our

method achieves very high performance of 98.2% and out-

performs all other methods.

YouTube Celebrities: We used the cropped face sam-

ples of size 20 × 20 for consistency with Honda/UCSD

database and reported results using 10-fold validation.

These are the proposed settings used in [10, 30, 31]. We

also compared with other state-of-the-art methods in [17]

and [33]. Table 3 summarizes the average recognition rates

of different methods.

It is noted that the performance of all the meth-

ods on YTC degenerates significantly compared with

Honda/UCSD and CMU Mobo. This is due to the large di-

versity and variations in appearance of each subject. More-

over, the high compressed rate, which results in low qual-

ity and resolution of the images, makes the recognition

problem more difficult. It can be seen that our method

outperforms the dictionary-based approach [39] by 2.7%,

which demonstrates the effectiveness of the dictionary. In

addition, our method achieves state-of-the-art performance

compared to [33, 17]2.

Comparison with Different Dictionary Learning Ap-

proach: We further compare the proposed method with two

different dictionary leaning strategies to further illustrate

the effectiveness of our method.

1. Subject-specific Dictionary Learning (Subject DL): In-

stead of learning a global structured dictionary, we

simply learn each sub-dictionary Di, i = {1, ..., P}
independently by setting λ1 = 0. Then we concate-

2Note that results from recent approaches [25, 36, 24, 15] have not been

reported here since they employed different protocols from the settings in

this paper.
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Figure 3. The effects of dictionary size n0, parameters λ1 and λ2 on CMU Mobo database [12].

Methods Honda/UCSD CMU Mobo YTC

Subject DL 98.4 95.8 69.5

Non-structured DL 95.9 94.3 67.7

Our method 100.0 98.2 72.8

Table 4. Average recognition rates of different dictionary learning

approaches on Honda/UCSD, CMU Mobo and YTC databases.

Rank-1 recognition accuracy are presented.

nate all the sub-dictionaries Di together to construct

D.

2. Non-structured Dictionary Learning (Non-structured

DL): We only consider two terms of reconstruction

errors using D and Di and remove the nuclear term

‖Zi‖∗ in (1) without encouraging the representations

to be low-rank. Then we perform recognition directly

using (11).

Table 4 shows the average recognition rates of three dif-

ferent dictionary learning strategies. Our method consis-

tently outperforms Subject DL and Non-structured DL on

all three databases. Compared to Subject DL, the dictionary

learned in our method is both discriminative and reconstruc-

tive. As it is designed to have small reconstruction errors

for all the samples. Second, each sub-dictionary could well

represent the corresponding subject while different sub-

dictionaries would be exclusive to each other. In contrast,

Subject DL only learns sub-dictionary for representing the

corresponding subject. Moreover, Non-structured DL only

focuses on reconstruction error of the samples. However,

our method encourages face images from the same subject

to have similar representation by enforcing them to lie in

a low-dimensional subspace, which leads to independency

across different subjects.

Parameter Sensitivity: In order to evaluate the effects

of dictionary size n0 and hyper-parameters λ1, λ2 on our

method, we run different choices of parameters on the CMU

Mobo database and plot the results in Figure 3.

Firstly, in Figure 3(a), we compare our method with

JDSSL [39] and two different learning strategies (Subject

DL and Non-structured DL) under the same number of sub-

dictionary atoms for a fair comparison. It is seen that our ap-

proach outperforms [39] and the other two dictionary learn-

ing algorithms, by a large margin for all the different num-

ber of atoms. This is because we learn more discrimina-

tive and reconstructive dictionaries to preserve the structure

of the samples from videos, while [39] only learned each

sub-dictionary to encode the samples from the correspond-

ing subject. We can also observe that increasing the size

of sub-dictionary from 5 to 25 can result in improving the

recognition performance. All the methods achieve the best

performance when n0 = 25. It is also interesting to note

that when the size of sub-dictionary is 40, the performance

degenerates slightly for all the methods. With a large sized

dictionary, some redundant atoms in sub-dictionaries may

be learned without being useful for recognition, thus affect-

ing the partition-based decision to be made.

We also evaluate our approach with varying values of

parameters λ1 and λ2 as shown in Figure 3(b)(c). It is ob-

served that the performance is more sensitive to the choice

of λ1, which is associated with the reconstruction error

when using dictionary D for reconstruction. This is be-

cause our method learns a discriminative and reconstruc-

tive global dictionary instead of concatenating the sub-

dictionaries together, which are learned class by class.

5. Conclusion

In this paper, we presented a novel structured dictio-

nary learning framework for video-based face recognition.

We encouraged our sub-dictionaries to better represent the

corresponding subject face images, while also preserving

the subspace structure by enforcing the representation to

be low-rank. This framework learned a dictionary with

both discriminative and reconstructive properties for recog-

nition purposes. Moreover, we proposed an efficient al-

ternating optimization algorithm that converges reasonable

faster. Finally, we extensively evaluated our approach on

three benchmark databases for video-based face recogni-

tion. The experimental results clearly demonstrate the su-

perior performance over the state-of-the-art.
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